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Abstract
Data movement is the dominant energy, performance, and scala-
bility bottleneck in modern architectures. Systems have tackled
data movement by distributing data, e.g., via non-uniform memory
access (NUMA) architectures. However, to reduce data movement,
these architectures must identify critical data and place it closer to
compute. Clever data placement is complex and often ineffective.

Spatial dataflow architectures (SDAs) present a new opportunity
to tackle data movement. SDAs distribute program instructions
across a spatial fabric of processing elements (PEs). On large SDAs,
some PEs are necessarily closer to memory than others, giving rise
to non-uniform processing-element access (NUPEA). Clever instruc-
tion placement can thus reduce data movement by, e.g., placing
critical loads close to memory.

This paper introduces NUPEA and contrasts it with prior data-
centric approaches to scaling data movement.We find that it is often
easier for the compiler to identify critical loads than the data they
access, making NUPEA applicable where NUMA is not. We present
simple architecture and compiler optimizations for NUPEA and
implement them on theMonaco SDA architecture and effcc compiler,
both industry products by Efficient Computer. On Monaco, across
a range of important kernels, NUPEA yields an avg 28% speedup
over a uniform-PE-access (UPEA) SDA and an avg 20% speed over
a UPEA SDA with NUMA.

CCS Concepts
• Computer systems organization → Parallel architectures; •
Software and its engineering→ Dataflow architectures.
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spatial dataflow architecture, data movement
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Figure 1: effcc and Monaco: a NUPEA-aware dataflow compiler and
NUPEA SDA.Monaco implements domains of PEs with non-uniform
memory-access latency that enable high performance and scalability.
effcc identifies critical loads and prioritizes them onto fast NUPEA
domains during PnR. Monaco’s fabric-memory network (FMNoC)
routes data from PEs to memory.

1 Introduction

Data movement is the dominant bottleneck in parallel sys-
tems. As global communication gets increasingly expensive,

architectures must keep most communication local to scale. This
imperative motivates non-uniform memory access (NUMA) archi-
tectures, where data is distributed throughout the design so that at
least some data is local to every processor.

Unfortunately, NUMA requires clever data placement to yield
benefits, and good data placement is difficult or even impossible.
NUMA architectures must identify data that are frequently accessed
by particular threads and then move that data near those threads.
Placing data in software is challenging, often requiring language
support [19]. Placing data in hardware (e.g., via private caches [35]
or non-uniform cache access [40] architectures) adds significant
complexity. Moreover, NUMA does not benefit widely shared data,
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for which no single placement suffices, or large data sets, which
do not fit in a single NUMA domain. Thus, although NUMA is the
dominant approach to scale communication in modern systems, it
is often ineffective at keeping communication local.

This paper explores scaling in the context of spatial dataflow
architectures (SDAs), exploiting a new opportunity introduced by
these architectures to scale memory access while avoiding the limi-
tations of NUMA (Fig. 1). SDAs are an emerging class of “general-
purpose accelerator” that comprise a fabric of simple processing
elements (PEs) interconnected by a network on-chip (NoC). An
SDA represents a program as a dataflow graph of instructions with
edges for data dependencies. The compiler performs place-and-
route (PnR), placing instructions onto PEs and routing communica-
tion over the NoC.

SDAs are highly sensitive to the latency and energy of commu-
nication between PEs. As SDAs scale, the cost of communication
across the fabric becomes highly heterogeneous: communication
between adjacent PEs is easily 10× faster than across the full fabric.
The compiler keeps communication local by placing frequently
communicating instructions on nearby PEs.

Insight. Our key observation is that, for the same fundamental
reasons that motivate NUMA and heterogeneous PE-to-PE latency,
some processing elements are necessarily closer to memory than others.
Although it is impossible to build an architecture where memory is
close to every PE, it is possible to build one where memory is close
to some PEs (Fig. 1).

And unlike conventional multicores, it is natural in an SDA
to place particular instructions at an advantageous location. In a
multicore, each processor is time-multiplexed by many instructions,
dynamically scheduled by the microarchitecture. There is thus little
opportunity in a multicore to identify critical instructions and place
them advantageously.

By contrast, SDA compilers already place instructions to optimize
communication. It is a short leap to place critical loads — that is,
loads on a program’s critical path where any additional delay will
slow down execution (e.g., on the recurrence of a loop) — closer to
memory. Moreover, in contrast to the difficulty of identifying and
partitioning data in NUMA systems, it is often easy for compilers to
identify critical loads.

Our solution: Non-uniform processing-element access (NU-
PEA). SDAs should architecturally expose the non-uniform latency
to memory from different PEs. Doing so allows the compiler to place
critical loads closer to memory, optimizing latency where it matters,
while maintaining high memory bandwidth for latency-insensitive
loads on other PEs.

We evaluate NUPEA on Monaco, a general-purpose SDA that
features a 12×12 heterogeneous fabric of PEs (Fig. 1). PEs are inter-
connected by statically routed, bufferless data NoC, and a subset of
“load-store” (LS) PEs are connected to memory over a hierarchical,
dynamically routed fabric-memory NoC. Memory is banked 32×,
with a shared cache in front. The fabric-memory NoC exposes non-
uniform latency, depending on which LS PE is accessing memory.

The Efficient C Compiler, or effcc, maps programs written in C
ontoMonaco. effcc splits programs into regions that fit onMonaco’s
fabric and automatically parallelizes loop nests to maximize per-
formance. This paper focuses on effcc’s optimization passes to

(i) identify critical loads, specifically those along loop recurrences,
and (ii) preferentially place critical loads in fast NUPEA domains
during place-and-route.

Monaco and effcc are both industry products. Monaco is imple-
mented in a 22nm planar process and is based on a design taped out
in Q1’25. effcc is implemented in MLIR [44] and is general-purpose,
supporting the full C language.

Contributions. This paper contributes the following:
• We introduce NUPEA, a new opportunity to scale commu-
nication in spatial dataflow architectures (SDAs) by placing
instructions, not data.

• We present the design and implementation of NUPEA in the
Monaco SDA.

• We present the design and implementation of NUPEA-aware
optimization passes in the effcc compiler that identify critical
loads and move them closer to memory during place-and-
route (PnR).

• We perform a design space exploration of NUPEA in SDAs
to optimize the placement of load-store PEs within Monaco’s
dataflow fabric.

Results. This paper evaluates NUPEA in simulation on Monaco
using effcc and our internal microarchitectural simulator. NUPEA
outperforms practical alternatives. Monaco performs 28% better
than an SDA with uniform, two-cycle access; 20% better than an
SDA with distributed NUMA memory access; and within 21% of an
idealized SDA with uniform, single-cycle access.

Road map. Sec. 2 discusses existing approaches to scale data move-
ment and motivates NUPEA. Sec. 3 introduces NUPEA and illus-
trates it on sparse matrix-vector product. Sec. 4 describes Monaco,
a representative NUPEA microarchitecture, and Sec. 5 describes
the effcc NUPEA-aware compiler. Sec. 6 presents our evaluation
methodology, and Sec. 7 evaluates NUPEA. Sec. 8 concludes.

2 Background and Motivation
NUPEA is motivated by the poor scalability of data movement. Most
existing systems try to scale by partitioning and placing data closer
to the computation that needs it. SDAs enable a complementary
approach that partitions and places instructions near data they use.

2.1 Data-centric scaling of data movement
Non-uniform memory access (NUMA). NUMA architectures seg-
ment cores and main memory into domains (blue groups in Fig. 2).

Figure 2: A classic NUMA system.

An access to a local domain (green arrow) is faster than to a remote
domain (red arrow). The goal in a NUMA system is to place data in
domains such that most accesses are local.
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Fig. 3 shows sparse matrix-vector multiplication (spmspv, our
running example in this paper). spmspv is application that paral-
lelizes well onto a NUMA architecture: each thread performs an
independent sparse inner product. spmspv’s bottleneck is an inter-
section operation (∩, L.6) that finds matching locations of non-zero
values in Ar and V, which are then multiplied and accumulated in a
dot product (L.8-9).

1 parfor r = 0..A.numRows:
2  # Get non-zero (nz) indices of Ar
3  beg = A.rows[r], end = A.rows[r+1]
4  nzIdxA[] = A.nzIdx[beg..end]

5  # Ar ∩ V -> common nz indices
6  nzInBoth[] = nzIdxA ∩ V.nzIdx

7  # Dot-product, write to vector
8  D[r] = sum([A.val[i] * V.val[i] 
9  for i in nzInBoth])

Figure 3: Inner-product spmspv. A is in compressed sparse row format
(CSR) and V is sparse. D is dense. ∩ (L.6) is its critical path.

For NUMA to be effective, threads 0–3 on domain D0 in Fig. 2
should have local access to A’s CSR data structure, especially the
data for nzIdxA (L.4-6). However, thread 2 incurs a remote access
that slows down the intersection operation, hurting performance.

A NUMA system speeds up these remote accesses using infor-
mation from a dynamic analysis and operating system (OS) support.
An OS can migrate pages between NUMA domains [15] or schedule
a data-intensive thread close to a memory controller to reduce net-
work traffic [24]. However, many systems simply interleave data
across domains [27]. Interleaving utilizes all available memory ca-
pacity, but places most data remote, sacrificing most of the scaling
potential of NUMA.

Non-uniform cache access (NUCA). NUCA [40] systems distrib-
ute cache banks across the on-chip network, so that each core is
closer to some cache banks than others. Like NUMA, the goal in
NUCA is to place data so that most accesses are to local cache banks.
Compared to NUMA, data migration is more practical in NUCA
due to smaller data sizes and higher natural churn in caches.

Static NUCA [40] simply interleaves addresses across cache ac-
cesses; like interleaved NUMA, Static NUCA incurs global com-
munication for nearly all accesses and scales poorly. By contrast,
Dynamic NUCA techniques respond to cache misses by migrating
data towards the requesting core at the granularity of cache lines
or pages [10, 12, 13, 18, 20, 83]. Dynamic NUCA techniques can be
effective, but add significant complexity [83] and/or rely on fragile
heuristics [33, 55]. Due to these drawbacks, commercial multicores
use Static NUCA despite its poor scalability.

Processing in-memory (PIM). Processing in- or near-memory
architectures offload instructions to execute at or in the mem-
ory [1, 2, 5, 8, 26, 32, 34, 37, 41, 47, 62, 65, 69, 72, 73, 81, 87, 90, 91].
PIM systems generally target applications with poor data reuse,
where caches are ineffective [47]. On these applications, PIM re-
duces the cost for instructions to fetch data, but increases the cost of
communication between instructions. Thus, for PIM to be effective,
most data accessed by a thread (or other unit of offloading) must be
co-located at the same memory bank or vault, just like NUMA [88].

NUPEA is similar to PIM in that both architectures reduce data
movement by placing instructions closer to memory, however NU-
PEA does this without increasing the communication cost between
instructions. This opportunity is unique to SDAs.

Scratchpad memories. Some systems provide distributed scratch-
pads that enable extremely fast and cheap access to local data.
Scratchpads are essentially an extreme version of NUMA: they
shift the burden of data placement from the memory system to the
user [43] or compiler [54], where statically reasoning about data
access semantics is difficult. Moreover, since the scratchpad is not
in the shared address space, data must be statically guaranteed to
only be used by a single thread. For example, spmspv’s accesses
are difficult for a compiler to reason about because of pointer in-
direction through A and V. These drawbacks limit scratchpads to
programs with regular accesses or language-level support [46, 66],
and have been largely unsuccessful on general-purpose processors.

Smart data placement is hard. The above techniques all rely, on
some level, on smart data placement in the compiler to improve
scalability. Data placement is extremely challenging for compilers
on arbitrary code due to the difficulty of statically reasoning about
memory aliasing. Moreover, data placement is generally ineffective
when data are widely shared or too large to fit locally. Most general-
purpose systems instead prefer hardware-managed caches [55].

Private caches offer the ability to place data near relevant com-
pute based on the dynamic access pattern; this adaptability makes
them extremely effective, and thus they are ubiquitous on multi-
cores. However, private caches lower available capacity, risking
a much higher miss rate than a shared cache. Moreover, private
caches require a coherence protocol to arbitrate access to shared
data, adding significant latency, network traffic, and design and
verification complexity.

Private caches also require an abstraction for assigning work to
each cache to effectively use the smaller capacity; this is typically
exposed through a threading model and would be the responsi-
bility of the programmer or an advanced compiler. On spmspv,
private caches can achieve a low miss rate by splitting the rows
of A across caches, provided that V is small enough to fit within
each private cache. If work from the same row of A is spread to
different caches, the same cache line may be loaded multiple times,
increasing the miss rate. Worse, if D[r] is simultaneously written
by multiple threads, coherence requires more global communication
than a simple shared memory system.

Summary. Existing solutions to scale data movement are data-
centric: all attempt to cleverly place data near threads that access
it. To succeed, the data-centric approach requires data to be parti-
tioned across threads, which systems have struggled to do automat-
ically. Data-centric approaches are ineffective where data is widely
shared or an individual thread’s working set is large. NUPEA is a
complementary way to scale data movement that exploits unique
properties of SDAs by taking an instruction-centric approach.

2.2 New opportunities to scale data movement
in SDAs

Spatial dataflow architectures [7, 23, 28–31, 38, 53, 56, 58–61, 64,
66, 68, 70, 71, 74, 76, 82, 84, 85, 93] distribute compute onto an
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array, or fabric, of PEs. PEs are small; each is designed to hold
one or at most a few instructions at a time. A network-on-chip
(NoC) mediates communication between PEs and to/from memory.
Dataflow compilers produce a dataflow graph (DFG) of dependent
instructions that fire asynchronously and communicate directly
with each other [25]. The compiler then place-and-routes (PnR)
instructions onto PEs and dataflow communication into the NoC.

MemLD

(a) 3×3 fabric.

MemLD

= Long latency to/from memory!

(b) Scaled fabric.

Figure 4: Data movement hampers fabric scalability. As fabrics grow
larger, the distance to memory increases, making it impossible for
all PEs to access memory in a single cycle.

Data movement hampers fabric scalability. Fig. 4 demonstrates
the problem. These fabrics have a uniform PE access latency (UPEA)
to memory. In Fig. 4a, the 3 × 3 fabric is small enough that all PEs
are close to memory.

However, as we scale the fabric in Fig. 4b, most PEs get further
and further away from memory. Maintaining uniform PE access
means slowing down all memory accesses. Wire delay and arbitra-
tion complexity make it impossible for all PEs to reach memory
without reducing fabric frequency or taking multiple cycles [53].

In other words, UPEA fabrics suffer from the same fundamental
scalability challenge as multicores (Sec. 2.1), but flipped on its head.
In SDAs, the instructions are distributed, and the challenge is how
to scale their communication with memory.

while iAnz < Aend and iVnz < Vend:
  Ai = nzIdxA[iAnz] # critical

  Vi = V.nzIdx[iVnz]
  

  if Ai == Vi: sum += 

 A.val[Ai] * V.val[Vi]
  

  iAnz += 1 if Ai <= Vi
  iVnz += 1 if Vi <= Ai

6  nzInBoth[] = nzIdxA ∩ V.nzIdx
8  D[r] = sum(...) # Dot-product

Figure 5: An implementation of spmspv’s ∩ operation using a stream-
join [23, 36]. nzIdxA[iAnz] is a critical load along the recurrence for
iAnz (red highlights). This load’s latency controls how quickly the
next iteration of the loop can launch.

Spatial dataflow architectures place instructions to reduce
data movement. Unlike conventional cores, which are heavily
time-multiplexed by all instructions in a thread and dynamically
scheduled by hardware, SDA compilers control individual instruc-
tion placement. Communication between distant PEs is expensive
because it requires either multiple cycles (on buffered networks) or
a slower frequency (on bufferless networks). To localize PE commu-
nication, SDA compilers optimize instruction placement during PnR
to place frequently communicating instructions near each other.

It is a small jump for the compiler to also localize fabric-memory
communication for critical memory operations. Take spmspv’s ∩

operation for example, which Fig. 5 implements with an irregu-
lar stream-join loop [23, 36, 42]. The compiler can trivially iden-
tify that variable iAnz controls loop iteration and depends on a
load from nzIdxA through the def-use chain (i.e., operations in
red). By using simple heuristics and leveraging common induction-
variable or loop-recurrence analyses, the compiler can prioritize
data-dependent control flow and place the critical load along iAnz’s
recurrence close to memory. Importantly, the compiler need not
reason about the underlying data to accelerate this critical load and
ensure the next loop iteration launches as quickly as possible. NU-
PEA thus avoids the intractable alias analysis, complex hardware,
and/or software changes required by data-centric approaches.

Prior SDAs do not exploit NUPEA.Most prior SDAs take the
conventional, data-centric approach to scaling data movement.
For example, WaveScalar [76] relies on a traditional multi-level
cache hierarchy for data, and dynamically schedules instructions
to PEs independent of how they access data [77]. Fifer [56] imple-
ments a multi-“core” SDA, where each fabric communicates with
a traditional cache hierarchy. Fifer manages long-latency loads by
rapidly switching between tasks to hide the latency. Similar to Fifer,
SGMF [85] replaces GPU cores with dataflow fabrics, while using
a traditional GPU’s memory hierarchy. SGMF features load-store
PEs on the perimeter of each dataflow fabric but does not exploit
non-uniform fabric-memory communication.

The SDA-adjacent Raw architecture [86] introduces a distributed
register file with non-uniform register access (NURA). Raw’s com-
piler manages both instruction and data placement; it maps explicit
pipeline stages of streaming programs [45, 79] onto its cores and
data onto adjacent register files. Raw relies on compile-time anal-
ysis of memory references and runs into the same limitations as
scratchpads: without language-level support, Raw’s compiler can-
not optimize instruction placement [80].

Tartan [53] breaks programs into hyperblocks and then greedily
places hyperblocks to minimize communication; dependent hyper-
blocks are placed near each other. Tartan collects memory profiles
of hyperblocks and places those that access memory frequently
closer to the memory ports. This is similar to NUPEA, but only at
the hyperblock level. Similar to placing threads on cores, Tartan
must consider an entire block of instructions at a time and cannot
identify and place individual critical loads. The result is more data
movement than necessary and misallocation of some scarce PEs
with fast access to memory. A NUPEA architecture unlocks opti-
mized instruction placement within a hyperblock; the compiler can
collect critical loads in the block and place them in fast domains.

The Versal FPGA [78] includes a hardened NoC, which is used
to provide high-bandwidth access to DRAM or HBM. The Versal
NoC compiler takes as input a dataflow graph of communication
endpoints, along with required bandwidth point-to-point, and per-
forms PnR using optimization-based techniques. The NoC compiler
can thus optimize for placing endpoints with high memory band-
width closer to memory controllers. NoH [39] is an HLS flow for
this NoC that incorporates NoC bandwidth consumption into its
global placement algorithm. However, the critical path cannot be
optimized for in these flows.

Many other SDAs are designed with specialized memory access
hardware and are orthogonal to NUPEA architectures. For instance,
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Figure 6: (a) spmspv (unrolled 2×) and mapped onto a 6×6 UPEA fabric. (b) Same spmspvmapped onto a 6×6 NUPEA fabric. A NUPEA-aware
PnR places critical and other inner-loop loads in fast NUPEA domains for low fabric-memory latency (D0). (c) Simulated performance of
spmspv on a 212 × 212 random uniform matrix and vector, both with 90% sparsity. NUPEA performs nearly as well as an idealized design with
uniform, 0-cycle memory latency (UPEA0), and 32% better than a practical design with uniform, 2-cycle latency (UPEA2).

stream-dataflow SDAs [60] implement regular, data-parallel pro-
grams with streaming memory units [22, 23, 71, 89]. Plasticine [66]
similarly supports vectorized and pipelined memory accesses via
distributed scratchpads; users must write code and map program
data using parallel patterns that facilitate data placement [43]. Fi-
nally, statically scheduled SDAs and systolic arrays often target
small, regular code. They feature homogeneous memories, statically
known load latencies, and small fabric sizes [38, 51, 52, 75] (similar
to Fig. 4a), which obviates the need for non-uniform access. Some
lean on a co-processor to access memory altogether [31].

3 Non-Uniform Processing-Element Access
NUPEA is a technique to optimize data movement in a spatial
dataflow architecture by exploiting the heterogeneous distance
from PEs to memory. A spatial NUPEA architecture abstracts fabric-
to-memory communication as a NUPEA domain, or a group of
PEs that share the same latency and bandwidth to access memory.
Spatial NUPEA architectures expose domains to a compiler in two
ways: (i) as a property of the fabric topology, where PEs with memory
access are assigned a domain, and (ii) as an ordered set of NUPEA
domains in the architecture, sorted by memory latency/bandwidth.

Fig. 6 illustrates spmspv running on a conventional SDA and an
SDA with NUPEA. Fig. 6a shows a fabric with uniform PE access
(UPEA) latency, and Fig. 6b shows the same fabric with NUPEA.
The NUPEA SDA has three domains, D2 ⪯ D1 ⪯ D0, sorted by
their proximity to memory. D2 is designed with a best-case fabric-
memory latency of 2 cycles, D1 with 1 cycle, and D0 with 0 cycles.

Uniform PE access hurts performance. The UPEA design in
Fig. 6a has a global network for PE-to-memory communication.
This makes the compilers job easier, because it need not reason
about load criticality or memory latency, but it causes performance
to suffer as the fabric scales. The performance impact of uniform
memory latency can be significant. On spmspv, going from a best-
case latency of 0 cycles to 2 cycles — a practical design, given the
levels of arbitration required — degrades performance by 24%.

NUPEA enables optimized placement of critical loads. Exposing
NUPEA domains in the architecture equips the compiler to priori-
tize critical memory instructions for placement in faster NUPEA
domains. In Fig. 6b, the compiler has placed the four critical loads
(part of the ∩ operation in L.6 in Fig. 3) and inner-loop loads of the
dot product (L.8-9) in D0 to achieve best-case memory performance.
With UPEA (Fig. 6a), there is no option to prioritize critical memory
options, subjecting them to worst-case delays.

NUPEA recovers most of the performance of UPEA on spmspv.
By promoting critical loads to the fast domain (D0), NUPEA achieves
99% of the performance of an idealized UPEA baseline with 0-cycle
memory latency for all PEs. Loads in the inner loop of spmspv are
placed in D0. Meanwhile, spmspv tolerates higher latency on the
load from A.rows (L.3 in Fig. 3), which can be placed in slower D1
(green) with little impact on performance. Fast memory access is
only required for critical loads, which can be satisfied by a subset
of PEs in the SDA located “near memory” over the NoC.

NUPEA: A new dimension on which to scale data movement.
NUPEA is an instruction-centric approach to mitigate the rising
cost of data movement in parallel architectures. Unlike prior, data-
centric approaches, NUPEA does not require compilers to identify
critical data or reason about how it will be accessed. Instead, NUPEA
asks compilers to estimate the criticality of loads and exploits the
distributed processing of SDAs to scale communication.

NUPEA unlocks a new dimension to scale data movement. NU-
PEA is applicable where NUMA is ineffective or difficult to im-
plement. We focus particularly on irregular or “general-purpose”
code where it is difficult to statically analyze memory references,
but NUPEA is also advantageous on data sizes that do not fit in a
private cache or single NUMA domain.

This paper focuses on the NUPEA technique and its implementa-
tion in Monaco, which features a single, centralized main memory;
see Sec. 4. Note, however, that NUPEA is complementary to prior
data-centric approaches to scale data movement. One could design
SDAs with non-uniformity in both memory and PE access to further
scale data movement.
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4 The Monaco NUPEA Microarchitecture
Monaco is a spatial dataflow architecture that implements NUPEA
domains. Monaco has a 12×12 fabric of heterogeneous PEs. PEs
can have a variety of functional units (FUs) for arithmetic, control-
flow, and/or memory instructions. Only the subset of PEs with
a memory FU can execute loads and stores. Monaco memory is
banked 32× with a shared, memory-side cache. PEs communicate
with each other over a statically routed, bufferless data NoC. PEs talk
to memory over a dynamic, multi-stage NoC that arbitrates requests
to memory ports. This section details the Monaco microarchitecture
with a focus on its NUPEA domains and implementation of the
fabric-memory NoC.

4.1 Monaco’s dataflow model
Instruction set.Monaco supports a general-purpose dataflow in-
struction set covering common arithmetic instructions, loads, and
stores (similar to [11, 17, 25, 29]). Unlike branching in traditional
von Neumann architectures, Monaco implements steering control
(𝜙−1) [16, 21, 25, 29, 76] that converts control dependencies into
data dependencies. Steer instructions explicitly route data values
to dependent instructions when they need them.

Execution model.Monaco employs the dataflow execution model,
where an instruction fires once all of its input data (tokens) ar-
rive [25]; there is no program counter. Independent instructions can
fire in parallel. Specifically, Monaco implements ordered dataflow,
where tokens are kept in FIFO buffers and execute in-order [29, 53,
66, 74, 93]. Ordered dataflow saves energy and reduces hardware
complexity over out-of-order, tagged dataflow [58, 63]. Monaco’s
fabric executes one bitstream at a time. A bitstream describes which
PEs are active, which instruction runs on each PE, and which routes
are active in the data NoC.
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Figure 7: Monaco PE microarchitecture. Each PE has an arithmetic
FU, control-flow FU (CF), and an FU to hold program arguments
(xdata or XD). Half of Monaco’s PEs have an additional arithmetic
FU, the other half has an additional LS FU.

PE microarchitecture. Fig. 7 shows the microarchitecture of a PE.
PEs load instructions from its bitstream configuration cache, con-
trolled by the µcfg on the tile. A PE communicates with the data NoC
through its µcore. PEs buffer tokens at its inputs for each instruction
operand for better instruction pipelining [74]. Control FUs are an

exception: they omit input buffers and run combinationally [11].
Monaco’s PEs do not time-multiplex instructions; rather, each PE
runs one instruction for the duration of a bitstream’s execution.

Data NoC. PEs communicate tokens through a bufferless, statically
routed mesh network. The data NoC connects each tile to 3 separate
tracks (each 32-bit wide) to ensure enough routing capacity between
PEs. Monaco has one cardinal track, one diagonal track, and one
skip track — diagonal and skip tracks only go through a router
every other hop, requiring 5 tracks at each edge of the tile for the 3
tracks at each router. Routers adopt a Wilton topology [49].

4.2 Monaco’s NUPEA fabric
Monaco has a large, 12×12 fabric of heterogeneous PEs. Fig. 8 shows
the Monaco fabric, data NoC, and fabric-memory NoC. Monaco’s
fabric lays out compute such that each row alternates between
arithmetic-only PEs and load-store (LS) PEs. Half of Monaco’s PEs
(72) are LS PEs (i.e., they contain a memory FU), which helps to
support large programs. The LS PEs also contain simple arithmetic
FUs, allowing them to execute basic integer instructions as needed.
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Figure 8: Monaco’s spatial dataflow fabric.

Clock divider.Monaco has two clocks: system and fabric. PEs
execute on the fabric clock, which is divided down from the system
clock. Monaco provides a configurable clock divider for the fabric
clock, which is set dynamically when a bitstream is loaded. The
clock divider ensures that the fabric can meet timing constraints:
the data NoC is bufferless, so the fabric clock must cover the longest
path between PEs in each bitstream. The compiler performs static
timing analysis and optimization during PnR to minimize the clock
divider (i.e., maximize frequency).

While the fabric may run at a lower frequency, the rest of the
system, including memory and the fabric-memory NoC, run at a
fixed frequency. Thus, there is a ratiosynchronous clock-domain
crossing in LS tiles between the fabric and memory.
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Figure 9: Fabric-memory network with arbitration. LS PEs route memory requests to memory through this network.

NUPEA domains.Monaco features four NUPEA domains to seg-
ment its LS PEs by levels of non-uniform access. The domains are
organized by their proximity to memory (on the right side of Fig. 8)
in the order D3 ⪯ D2 ⪯ D1 ⪯ D0. Each domain (except the last)
covers multiple columns of LS PEs.

Fabric-memory NoC. LS PEs connect to the fabric-memory NoC
that routes requests and responses to and from memory. The net-
work is disaggregated across the rows of LS PEs, with each slice
of the network managing only its row (e.g., see the second row of
LS PEs in Fig. 8 and the arbitration beneath it). Fig. 9 zooms in on
one row of LS PEs connected to its slice of the fabric-memory NoC.
Monaco splits the network into two (with identical topologies), one
for fabric-to-memory requests and one for data responses back;
Fig. 9 shows the request network.

Arbiters are also organized by row and domain: there is one
for each domain per row apart from D0, which has no arbiters (a
special case we discuss below). Arbiters are placed in the column
closest to memory in each domain.

To enable NUPEA, arbiters are arranged hierarchically as an
imbalanced tree with a fanout of 4; each arbiter is connected down-
stream to the arbiter in the next-closest NUPEA domain (towards
memory). Arbiters are flopped to break up the critical path across
arbitration stages, so that each domain adds a cycle of latency. Arbi-
tration in the fabric-memory NoC runs on the system clock, which
is faster than the fabric clock, hiding some of this delay.

Upon a load or store, an LS PE sends a request to its local arbiter.
An arbiter chooses a request to forward upstream (to the next
arbiter or to memory) in round-robin fashion, and so on, until the
request reaches a memory port.

High bandwidth in fast NUPEA domains. The fabric-memory
NoC is disconnected from LS PEs in the first NUPEA domain, D0.
Instead, each of D0’s LS PEs connect directly to a memory port
(as shown in Fig. 9). This design enables high bandwidth in the
low-latency D0 domain, freeing critical instructions up from any
delays due to arbitration. The rest of a row’s slice of the fabric-
memory NoC is connected to every third port. This third port is
combinationally arbitrated between an LS PE from D0 and the
arbiter of domain D1 (see Fig. 9). Monaco has a total of 18 memory
ports from the fabric to memory; this was the most that would close
timing in a single system-clock cycle.

Non-uniform PE access is key to scaling Monaco. By localiz-
ing communication to a specific row and NUPEA domain before
routing data, Monaco creates a hierarchy of arbitration. Explicit
non-uniformity opens up the network to pipeline data to and from
memory without degrading communication delay for all memory
instructions.

NUPEA also promotes scalability throughout Monaco’s fabric.
Monaco can afford to distribute LS PEs across the fabric without
degrading critical load performance. This is essential to make good
use of the entire fabric. By contrast, an SDA that naively clusters all
LS PEs as close to memory as possible [11] partitions the fabric into
areas of mostly-arithmetic and mostly-LS PEs, creating significant
routing challenges between the partitions.

NUPEA allows the fabric to scale much further than an UPEA
design. However, NUPEA does not scale indefinitely, since the far
domains will eventually become unusable as their memory latency
increases unbounded. Scalability can be increased by optimizing the
fabric-memory NoC topology, but we expect that complementary,
data-centric scaling techniques will be required to scale to truly
huge fabrics (Sec. 2.1). We study the impact of fabric topology and
PE mix in Sec. 7.

5 NUPEA In The Efficient C Compiler (effcc)
Our compiler, effcc, generates optimized DFGs from programs writ-
ten in C and performs PnR to map DFGs to Monaco’s fabric. effcc’s
PnR is NUPEA-aware; it adds simple heuristics to (i) identify critical
loads through static analysis, and (ii) promotes those loads to fast
NUPEA domains during placement.

Dataflow lowering. Users mark C code to offload to Monaco by
decorating functions with __effcc_rip. effcc builds a DFG us-
ing MLIR [44]; it lowers code to standard dialects (e.g., scf). effcc
runs common SDA-specific lowering passes including steer inser-
tion [29] and memory ordering [29, 53, 76] before generating the
DFG in a custom dialect for Monaco’s dataflow instructions.

Automatic parallelization. effcc uses spatial parallelization to
achieve high performance. Specifically, effcc lifts loops to the scf di-
alect’s parallel loop primitive whenever possible, and such loops
are replicated by a chosen parallelism degree. The compiler itera-
tively increases the parallelism degree until PnR fails [92], which
enables it to achieve high performance while while not exceeding
PE and routing resources.

effcc also allows programmers to explicitly control the paral-
lelism factor via compiler directives. Parallelization is critical to
make good use of a large SDA fabric; however, further details of
effcc’s automatic parallelization are outside the scope of this paper.

Identifying critical loads. effcc analyzes DFGs for loads that are
likely to reduce throughput of the program, categorizes them by
criticality, and marks them in the IR. For this work, we use simple
heuristics that focus on loops. Our heuristics identify (a) critical
loads that contribute to long initiation intervals (II), i.e., loads on a
loop-governing recurrence, and (b) inner-loop memory instructions,
as they are likely to execute frequently. effcc considers (a) more
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critical than (b) because long loads along recurrences can block
work for all dependent instructions.

while iAnz < Aend and iVnz < Vend:
  Ai = nzIdxA[iAnz]
  Vi = V.nzIdx[iVnz]
  

  if Ai == Vi: sum += 

 A.val[Ai] * V.val[Vi]
  

  iAnz += 1 if Ai <= Vi
  iVnz += 1 if Vi <= Ai

iAnz

< <
Aend Vend

∧ +1+1

LD
nzIdxA V.nzIdx

LD

<= <=

MAC

sum

A.val

∧
V.val

iVnz

Stream-Join / Intersection (L.4-6) Dot-Product 
(L.8-9)

Critical 
Loads

LD LD

6  nzInBoth[] = nzIdxA ∩ V.nzIdx
8  D[r] = sum(...) # Dot-product

Long II 

Figure 10: spmspv’s ∩ and inner dot-product are implemented as a
stream-join in an irregular loop (as in Fig. 5, left). Its DFG features
complex control flow (abstracted as dashed arcs) with critical loads
along a loop-governing recurrence (red arcs) with long II.

Fig. 10 shows an example of (a) and (b) using spmspv’s ∩ and
dot-product. On the left, the high-level operations (L.6,8 of Fig. 3)
are implemented as a stream-join or co-iteration [3, 23]. Iterators
(e.g., iAnz) walk through vectors of non-zero locations (e.g., nzIdx)
in an irregular while loop and update the dot product upon an
index match. The corresponding DFG (right) is complex with heavy
control flow (dashed arcs). Importantly, the DFG shows one of the
recurrences (chain of red arcs starting at iAnz) with a long II, where
several conditional instructions need to run to initiate another
iteration of the loop. The loads along the recurrences (highlighted
in red) are critical; the SDA cannot pipeline any work until the
data-dependent loop condition is resolved. effcc marks those loads
as (a) (most critical) and the loads of the inner dot-product as (b).

Prior work on static or profile-guided analysis also categorizes
loads similarly (loads with long forward dependence chains, loads
in branch conditions, and pointer-chasing [48, 54, 57, 67]) to reduce
stalls on conventional CPUs. More sophisticated analyses are pos-
sible, but we found these simple heuristics quite effective across a
range of computations.

NUPEA-aware PnR. effcc lowers the IR to a netlist representation
used by PnR. effcc then performs PnR, primarily using simulated
annealing (SA), similar to Pathfinder [50] and VPR [14]. To sup-
port NUPEA, we add NUPEA-aware heuristics that prioritize LS
for domains following the partial ordering of Monaco’s NUPEA
domains encoded in the fabric topology. Since domains on Monaco
span multiple columns of PEs, we encode an additional preference
to place instructions in columns closer to memory. Placing instruc-
tions across columns of LS PEs avoids overloading arbiters in any
single row. The heuristic amounts to an ordering of placement pref-
erences: . . . 𝐷1.𝑐0 ⪯ 𝐷0.𝑐2 ⪯ 𝐷0.𝑐1 ⪯ 𝐷0.𝑐0, where 𝑐𝑁 denotes
a column and a lower numbered column is closer to memory. ef-
fcc gives domain-preference in the order of (i) critical loads, (ii)
inner-loop memory instructions, (iii) other memory instructions.
By design, critical loads get preference for fast NUPEA domains.

These heuristics are adopted in the cost functions of the anneal-
ing phases of PnR. Specifically the heuristic acts like a throughput
reduction factor, which we multiply by the critical path delay to get
an overall throughput estimate in the objective function. The initial
placement phase is also customized for NUPEA; LS are placed first,
favoring domains according to the order suggested above. Then

all other instructions are placed greedily in breadth-first order,
traversing through both defs and uses.

6 Experimental Methodology
We implement NUPEA-aware compilation and PnR in effcc and
evaluate Monaco using an in-house microarchitectural simulator.

Compiler.We integrate critical-load analysis and NUPEA-aware
PnR heuristics into effcc’s MLIR compilation stack. effcc’s PnR
optimizes fabric frequency using delays from sign-off timing closure
of the Monaco implementation in the worst-case corner.

Microarchitectural simulator.We simulate Monaco using a mi-
croarchitectural dataflow simulator used internally for design-space
exploration of the fabric topology and FU mix. We model Monaco’s
PEs, instruction execution, fabric-memory NoC, and arbitration as
described in Sec. 4. Arithmetic instructions take 1 cycle to execute,
while control flow executes combinationally [11, 29]. Loads and
stores have variable latency depending on arbitration in the fabric-
memory NoC, cache misses, and bank conflicts. Request and data
transfer through the fabric-memory network takes 1 cycle (system
clock) per arbitration hop; loads and stores in NUPEA domain D0
see no delay in the fabric-memory NoC. We evaluate Monaco with
a total memory size of 8MB, including a 256KB data cache. Main
memory and the data cache are banked 32×. Main memory latency
is 4 cycles and a cache hit takes 2 cycles (both on the system clock).

To simulate Monaco correctly considering the different fabric
and memory clocks, we process events in the memory system and
fabric-memory NoC faster by a factor of the clock divider. For
instance, if the clock divider is 2, then main memory latency is 2
cycles instead of 4, and arbiters have twice the throughput.

Benchmarks.We evaluate 13 workloads from dense and sparse
linear algebra, graph processing, DSP, and ML that are paralleliz-
able by effcc. Many of these workloads feature complex iteration
patterns and indirect memory accesses. We outline them in Table 1.
Table 1: Applications. jacobi2d and heat3d are from Polybench [94].
spmv, spmspv, spmspm, and spadd are generated by TACO [42]. tc is
derived from GAPBS [9]. fft runs arm_rfft_q31 from CMSIS-DSP [4].
ad, ic, and vww are neural networks from MLPerfTiny [6].

Application Inputs

Dense matrix-vector (dmv) Size: 1,024×1,024
2D Jacobi stencil (jacobi2d) Size: 200×200, 100 steps
Heat equation, 3D stencil (heat3d) Size: 40×40, 80 steps
Sparse matrix-dense vector (smv) Size: 4,096×4,096, Sparsity: 90%
Sparse matrix-sparse matrix (spmspm) Size: 512×512, Sparsity: 90%
Sparse matrix-sparse vector (spmspv) Size: 4,096×4,096, Sparsity: 90%
Sparse matrix addition (spadd) Size: 1,024×1,024, Sparsity: 50%
Triangle counting (tc) Nodes: 4096, Sparsity: 5%
Mergesort (mergsort) List size: 220

Fast Fourier transform (fft) Points: 4096, Input size: 220

Anomaly Detection (ad) Size: 5×128
Image Classification (ic) Size: 32×32
Visual Wake Words (vww) Size: 96×96

Inputs are random and chosen such that they fit in memory and
Monaco runs at least 15M instructions. We hand-optimized par-
allelism factors for effcc and chose the one that achieved optimal
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Figure 11: The Monaco NUPEA SDA compared against an ideal baseline with 0-cycle UPEA delay and realistic UPEA and NUMA baselines. A
shorter bar indicates faster execution. Monaco improves performance over realistic UPEA by avg 28% and NUMA-UPEA by avg 20%. Monaco is
within 21% of ideal.
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Figure 12: Application speedup attained from NUPEA-aware heuristics in PnR. Only-Domain-Aware achieves an avg 16% speedup over no
awareness. effcc fuses both NUPEA-domain-awareness and criticality information to achieve an avg 25% speedup over Domain-Unaware and
an additional 9% speedup over Only-Domain-Aware.

performance for all workloads except tc, ad, ic, and vww; these
were automatically parallelized by effcc.

Performance baselines.We compare performance against two
baselines: a UPEA SDA with uniform memory access and a UPEA
baseline that implements NUMA. Both baselines have the same
fabric topology, PE mix, and memory ports as Monaco. To simulate
uniform PE access, we add a delay of 𝑁 fabric cycles to all memory
requests, where 𝑁 is the UPEA latency. To reach all 72 LS PEs
with fanout-4 arbitration, an additional 𝑁 = 2 fabric cycles are
required. To simulate NUMA, we assign LS PEs randomly to four
NUMA domains and interleave the address space across the NUMA
domains. If a LS PE accesses its local domain, it incurs no fabric-
memory delay; only remote accesses are subject to UPEA latency.
Both SDA baselines model only the delay from UPEA and do not
explicitly arbitrate memory requests to memory ports. Thus, the
baselines have a higher available memory bandwidth than Monaco
in our evaluation.

When comparing against these baselines, we set Monaco’s fabric
clock divider to 2. We empirically confirmed that PnR can achieve
a clock divider of 2 in practice, making Monaco safe to run at that
frequency.

Fabric topology baselines.We compare Monaco’s fabric topology
to alternative NUPEA SDA topologies that cluster LS PEs onto the
side of the fabric closest to memory. Fig. 13 shows the two clustered
topologies that we evaluate (shown on a 12×12 fabric). Clustered-
Single (CS) arranges every row with LS PEs on the right, close to
memory. Clustered-Double (CD) does the same but doubles the
number of memory ports and LS PEs in its fastest NUPEA domain.
To compare, a 12×12 Monaco fabric has 18 memory ports, CS has

12, and CD has 24. In Sec. 7.2, we compare the scalability of these
fabric topologies.
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Figure 13: Alternate topologies for NUPEA: Clustered-Single (CS)
and Clustered-Double (CD), showing an abbreviated row of PEs for
each topology (LS and A for arithmetic). These topologies cluster all
LS PEs near memory, with all 12 rows featuring LS PEs like the ones
shown. Fig. 9 is simplified here to also show Monaco for comparison.
Unlike CS and CD, Monaco has alternating rows of fully LS or fully
arithmetic PEs; only one of its 6 fully LS rows are shown here.

7 Evaluation
We evaluate Monaco and show that it achieves higher performance
than alternative SDA designs and achieves better fabric scalability
than alternative NUPEA topologies. We demonstrate that NUPEA-
aware PnR also boosts performance.
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Figure 14: NUPEA v. a sweep of UPEA SDAs with PE access latencies from 0 (ideal) to 4 cycles. A shorter bar indicates faster execution.
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Figure 15: NUPEA v. a sweep of UPEA SDAs with NUMA memory, with a uniform PE access latency on remote access from 0 (ideal) to 4 cycles.
A shorter bar indicates faster execution.

7.1 Primary results
NUPEA achieves better performance over realistic UPEA de-
signs. Fig. 11 plots execution time of Monaco against three UPEA
baselines: (i) Ideal, a UPEA SDA with 0-delay uniform PE ac-
cess, (ii) UPEA, a realistic UPEA SDA with 2-cycle PE access, and
(iii) NUMA-UPEA, a UPEA SDA with 2-cycle PE access and NUMA
memory domains. Execution time is normalized to Monaco.

Monaco achieves higher performance than UPEA and NUMA-
UPEA by 28% and 20% percent, on average. Monaco is also within
21% of Ideal. Monaco generally performs better against UPEA than
NUMA-UPEA because NUMA can sometimes reduce latency for
local accesses while UPEA cannot.

Monaco demonstrates strong performance on sparse applica-
tions, including sparse tensor multiplication and graph processing.
spmspm and spmspv, in particular, feature critical loads along long
recurrence paths. effcc successfully maps these loads to NUPEA
domain D0, allowing them fast access to memory. Monaco achieves
a 27% performance improvement over UPEA on those sparse ten-
sor programs. Notably, spmspm and spmspv are also nearly Ideal
— only 5% and 3% slower — indicating that Monaco successfully
accelerated the key bottleneck in those applications.

Monaco performs very well on the stencil program jacobi2d,
CMSIS-DSP’s fft, and MLPerfTiny’s ic convolutional neural net-
work. These programs have a high number of memory instructions,
and neither UPEA nor NUMA-UPEA can maintain low access time
to memory. jacobi2d and fft are also particularly latency sensitive
because their DFGs feature memory ordering: for correctness, some
memory instructions must finish before succeeding code regions
(e.g., the next stage in an unrolled loop) can begin. effcc andMonaco
accelerate the performance-critical memory instructions in these
workloads — critical and inner-loop loads — by mapping the major-
ity of them to domain D0 for fast fabric-memory communication.

Monaco brings jacobi2d and fft within 4% and 7% of Ideal, respec-
tively, by improving the performance of those memory instructions
that order code regions.

Monaco also performs well on other dense workloads compared
to UPEA and NUMA-UPEA, but is generally farther from Ideal
(>30% slower). Dense matrix algebra and CNNs have regular access
patterns and parallelize easily, which generally enables a higher
number of memory instructions-per-cycle (IPC). These workloads
also rely on lower load latency for most memory instructions in the
program to achieve good performance. We observe higher arbitra-
tion congestion in the fabric-memory network with higher memory
IPC from these dense workloads, which increases average fabric-
memory access latency even in near-memory domains (e.g., D0 and
D1). By contrast, sparse workloads feature control-dependent mem-
ory operations that execute less frequently, and their performance
is dependent on the latency of a few critical loads in the program.
Monaco accelerates those critical loads well, enabling performance
closer to Ideal.

NUPEA-aware PnR boosts performance. Fig. 12 demonstrates
the performance attained by effcc’s PnR heuristics. It compares (i)
Domain-Unaware, a simple domain-unaware heuristic that has
no incentive to place memory instructions on LS PEs close to mem-
ory, (ii) Only-Domain-Aware, a NUPEA-domain aware heuristic
that prioritizes fast-domain placement but does not prioritize criti-
cal or inner-loop instructions, and (iii) effcc, which incorporates
both criticality information and NUPEA-domain awareness to im-
prove performance for all dense and sparse apps that we evaluated.
Only-Domain-Aware achieves a 16% speedup on average over the
Domain-Unaware heuristic. By fusing both criticality information
and NUPEA-awareness into PnR, effcc improves performance over
the Only-Domain-Aware heuristic by an additional 9% on aver-
age, amounting to a total improvement of avg 25% over Domain-
Unaware.



NUPEA: Optimizing Critical Loads on Spatial Dataflow Architectures via Non-Uniform Processing-Element Access ISCA ’25, June 21–25, 2025, Tokyo, Japan

Sparse applications with intersection computation like spmspm
and spmspv benefit the most from criticality-aware PnR. While
Only-Domain-Aware prioritizes placement in fast NUPEA domains,
it does not distinguish between the few critical ones in the ∩ opera-
tion and the many loads and stores that traverse the sparse matrix
outside of the intersection. The results show that identifying critical
loads is essential for spmspm and spmspv. Other sparse applications
(e.g., tc and spadd) or programs with heavy memory ordering (e.g.,
fft) also benefit from effcc’s heuristic. These applications feature
data-dependent control-flow inside inner loops, which effcc can
exploit and map to fast NUPEA domains.

Notably, the dense stencil applications and dense neural network
workloads receive the most benefit from Only-Domain-Aware and
do not improve with criticality information. These programs gen-
erally have inner-loop loads and stores without any on a critical
recurrence, so simple domain-awareness is sufficient to improve
speedups. jacobi2d is an exception; a few of its memory instructions
are placed on a recurrence added by effcc for memory ordering.
Only-Domain-Aware maps most of those critical instructions into
D0 by chance, but effcc targets and maps all of them to the fast
domain, which accounts for a small speedup over Only-Domain-
Aware. dmv also strays from this trend; criticality information fur-
ther improves its performance over Only-Domain-Aware by satu-
rating fast domains with inner-loop loads from the dense matrix.

7.2 Sensitivity and scalability studies
Monaco achieves scalable performance while UPEA SDAs are
highly sensitive to uniform PE access latency.We study the
sensitivity of applications to uniform PE access latency by expand-
ing the plot in Fig. 11. Fig. 14 shows execution time normalized to
Monaco on all our applications. For each workload, we sweep the
uniform access latency from 0-4 cycles. Performance almost linearly
degrades for all applications as UPEA delay increases because pro-
grams cannot tolerate long uniform latency communication. This
confirms the risk of designing an SDA without NUPEA domains.
In comparison, Monaco is on-par with a UPEA system with 1-cycle
uniform delay (UPEA1, 3% faster), improves on UPEA2 by 28%
(same as Sec. 7.1), improves on UPEA3 by 55%, and beats UPEA4
by 82%. Monaco can tolerate long loads from its far domain (i.e., at
least 4-cycle PE access) but still achieves reasonable performance
by prioritizing critical instructions for fast-access domains.

Fig. 15 demonstrates that adding non-uniform memory access
(NUMA) does not solve the unscalability of UPEA seen in Fig. 14.
The plot shows a similar linear degradation in performance, but
NUMAdoes recover some performance compared to UPEA.Monaco
comes within 2% of an SDAwith UPEA latency of 1 cycle for remote
accesses (NUMA-UPEA1), improves on NUMA-UPEA2 by 20%, im-
proves on NUMA-UPEA3 by 44%, and achieves a 68% performance
improvement over NUMA-UPEA4. In principle, a NUMA-aware
compiler could do better than effcc here by cleverly partitioning
data across NUMA domains, but this has proven difficult and has
some fundamental limitations, as discussed in Sec. 2.1.

Overall, introducing non-uniformity into the SDA fabric offers a
complementary approach to scaling data movement to conven-
tional, data-centric approaches. NUPEA is more effective than
NUMA at the scale of Monaco’s SDA: critical memory operations

are accelerated without imposing a high PE access latency on all
instructions.

Monaco’s fabric topology is advantageous to scale fabric re-
sources.We show that Monaco’s fabric layout offers better perfor-
mance and reduces long communication paths on the data NoC
compared to a NUPEA SDA design that clusters LS as close to mem-
ory as possible. We demonstrate by evaluating spmspv on smaller
inputs; effcc automatically parallelizes the workload and compiles
it for Monaco, Clustered-Single (CS) and Clustered-Double (CD).
Recall that CS and CD are NUPEA fabrics that add LS PEs to each
row in the columns closest to memory (see Fig. 13 in Sec. 7). They
have the same number of LS PEs as Monaco, but clustered near
memory. We can scale Monaco, CS, and CD to different fabric sizes
by increasing or decreasing the number of LS PEs and NUPEA
domains; rows of PEs still alternate between arithmetic and LS in
Monaco. In this experiment, we scale fabric size while constraining
data NoC resources.

CS CD Monaco
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Figure 16: Execution time of spmspv on Monaco, Clustered-Single
(CS), and Clustered-Double (CD) across increasing fabric sizes on
two extremes of NoC resources (2 vs. 7 tracks). Monaco’s topology
unlocks performance, even with tight resource constraints (2 tracks).

Fig. 16 plots execution time of spmspv on Monaco, CS, and CD
on 8×8, 16×16, and 24×24 fabrics (lower is better). Fig. 16b and
Fig. 16a show two extremes: plenty of NoC tracks and very few.
As fabric size scales with 7 NoC tracks in Fig. 16b, performance
is competitive between all topologies. However, at the extreme
in Fig. 16a, 2 tracks are not enough for CS and CD to achieve good
performance, especially on 16×16 and 24×24 fabrics. CS and CD
face extra routing pressure in PnR, congestion, and long paths from
LS PEs to arithmetic PEs across the fabric because of its topology,
degrading parallelization and performance.

This effect is clear in PnR results. Fig. 17 plots maximum path
delay from PnR for the same fabrics and NoC track settings. At 7
NoC tracks (Fig. 17b), CS and CD remain competitive in maximum
path delay, although Monaco achieves a slightly better delay at
larger fabric sizes. At 2 NoC tracks (Fig. 17a), Monaco’s topology
is valuable: Monaco can parallelize more while maintaining or
reducing the maximum path delay. We observe this effect on the
16×16 fabric: Monaco’s delay is competitive with CS and CD but
parallelizes more, leading to nearly double the performance (shown
in Fig. 16a). The effect is amplified on the 24×24 fabric size, where
CS and CD requires a significantly longer maximum path delay
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Figure 17: Maximum/critical path delay of spmspv on Monaco,
Clustered-Single (CS), and Clustered-Double (CD) across increas-
ing fabric sizes on two extremes of NoC resources (2 vs. 7 tracks).
Monaco’s topology is better for PnR even with tight resource con-
straints (2 tracks).

than Monaco. The result is a better PnR-chosen clock divider, more
spatial parallelization, and better performance for Monaco.

NUPEA domains are key to Monaco’s topology; Monaco can
afford to spread LS PEs across an entire row (unlike CS and CD)
because critical memory operations that need fast access to memory
are prioritized for near-memory domains. The topology keeps LS
PEs close to arithmetic PEs (i.e., in adjacent rows), reducing resource
pressure in PnR and enabling more effective parallelization and
fabric utilization.

8 Conclusion
This paper has introduced non-uniform processing-element access,
or NUPEA, a new opportunity presented by spatial dataflow archi-
tectures to scale data movement. Unlike conventional approaches
that try to move data closer to instructions, NUPEA exploits the
spatial distribution of instructions in spatial dataflow architecture
to place instructions closer to data. The Monaco SDA architecture
demonstrates the benefits of NUPEA, and the effcc compiler ex-
ploits NUPEA by identifying critical loads and placing them near
memory. We have shown that NUPEA closes most of the gap be-
tween a conventional SDA with uniform memory latency and an
idealized memory with fast, global communication.
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